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Preface 
The current edition of Chapter 99 is a revised and expanded version of the previous edition 

(Morrison, 2010, Forensic voice comparison). Seven years have passed since the publication of 

the previous edition. Much has changed in the intervening years, including advances in research 

and technology, and evolution in our knowledge and understanding of the field.  

The current edition maintains forensic voice comparison as its primary topic. The previous edition 

had a heavy focus on acoustic-phonetic statistical approaches to forensic voice comparison. Since 

the publication of the previous edition we have conducted a number of studies comparing the 

performance of acoustic-phonetic systems and automatic systems under increasingly more 

forensically realistic conditions. Automatic systems performed much better and required much 

less investment of human time. As a result, the current edition has a heavier focus on automatic 

approaches. The examples of forensic voice comparison from the previous edition have been 

replaced with examples of the use of the automatic approach in actual cases.  

The current edition also updates the previous editionôs coverage of speaker identification by 

laypeople (previously titled non-technical speaker identification).  

Additions for the current edition include a short section on legal admissibility of forensic voice 

comparison, substantial coverage of disputed utterance analysis, and brief coverage of other 

branches of forensic speech science. With the expansion of coverage, we have changed the title 

from ñForensic voice comparisonò to ñForensic speech scienceò. 

Despite the changes, the current edition is a revised edition of the previous edition rather than a 

completely new work. The revised edition still has a relatively long section on human voices, 

which is a brief introduction to phonetics. We think that this is useful background information for 

understanding forensic voice comparison, and especially for understanding disputed utterance 

analysis. Some text from the previous edition has been deleted, but most has been revised, replaced, 

or augmented. To maintain the same section numbering as in the previous edition, the sections 

have not been reordered. Where sections have been deleted entirely, their section numbers have 

been retired. Where sections have been added, they have been given previously unused section 

numbers. The exception is that within the sections on examples of forensic voice comparison, the 

section numbers have been reused for the new examples. The text of the previous edition was 

somewhat cluttered by references. For the revised edition some references from the previous 

edition have been culled, and others have been moved to further reading sections. New references 

have also been added.  

Preparation of the current edition of Chapter 99 was proximal in time to the writing of three other 

works with partially overlapping content: Morrison & Thompson (2017), Morrison (2018), and 

Morrison & Enzinger (2018). Although partially overlapping in content, we have tried to write 

each as a standalone work and write the overlapping content differently to address the different 

intended audiences. Morrison & Thompson (2017) and Morrison (2018) review admissibility of 

forensic voice comparison in the United States and in England & Wales respectively, and are 

primarily addressed to legal audiences. Morrison & Enzinger (2018) gives a more technical 

introduction to forensic voice comparison than the present work, and is primarily addressed to 

phoneticians. Of the four works, the present one is the only one to include sections on speaker 

recognition by laypeople and on disputed utterance analysis. It also gives greater coverage to 
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misinterpretations of forensic likelihood ratios (logical fallacies) than the other works. We hope 

that readers will find the four works complementary rather than redundant.  

Finally, we would like to dedicate the current revised edition in memory of Dr Bryan James Found, 

who died suddenly on 23 October 2016. Bryan was Chief Scientist at Victoria State Police, and 

also held research positions at La Trobe University and at the University of New South Wales. He 

was well known for his pioneering work on empirical validation, cognitive bias, and forensic 

analysis of handwriting and signatures. He was extremely knowledgeable and insightful, was 

dedicated to improving forensic science, and we count him as one of the giants in the field. He 

was incredibly generous, and will be deeply missed by all who knew and loved him. 

 

Geoffrey Stewart Morrison 

Ewald Enzinger 

Cuiling Zhang 

2017 
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INTRODUCTION 
[99.10] What is forensic voice comparison? 

A forensic voice comparison is an analysis conducted in order to help a court of law decide who 

is speaking on an audio recording.  

In forensic voice comparison, a recording of a speaker of questioned identity (a questioned-

speaker recording) is compared with one or more recordings of a speaker of known identity (a 

known-speaker recording). The known speaker is often a suspect or defendant and the questioned 

speaker is often an offender. Other scenarios are possible, e.g., the issue may be whether the 

questioned speaker is a particular victim or not.  

Here are two representative forensic voice comparison scenarios (the details are fictional): 

Å In a major fraud case involving hundreds of millions of dollars, an audio recording of a 

telephone call made by the offender to the bank is available. An audio recording of a 

telephone call made by a suspect, a former bank employee, is also available (the defence 

does not contest the identity of the speaker on this recording). A forensic practitioner 

conducts a forensic comparison of the two voice recordings. In court, the forensic 

practitioner testifies that one would be 2000 times more likely to observe the acoustic 

properties of the voice on the fraud recording had it been made by the defendant than had 

it been made by some other speaker. This, along with other evidence, leads to a conviction. 

Å The police have a telephone-intercept warrant and record a suspected terrorist plotting 

with a previously unknown associate whom they designate Mr X. They eventually arrest 

the suspected terrorist and question a number of his associates, making audio recordings 

of the interviews. They think that one of the associates, Mr Y, is Mr X because to them the 

voices on the two recordings sound the same. They recommend that Mr Y be prosecuted, 

but the prosecutor is of the opinion that the other evidence against Mr Y being involved is 

weak and will not likely lead to a conviction. The audio recordings are provided to a 

forensic practitioner for analysis. The forensic practitioner conducts a forensic voice 

comparison and reports that one would be 1000 times more likely to observe the acoustic 

properties of the voice on the Mr X recording had it been produced by some other speaker 

than had it been produced by Mr Y. The police and prosecutor decide to focus their 

resources on other suspects. 

Sections [99.770]ï[99.890] provide examples of two real forensic voice comparison cases. 

 

[99.12] What is speaker recognition by laypeople? 

Speaker recognition by laypeople refers to the ability of people without any special training to 

recognise speakersô voices. Listeners may recognise the voice of a speaker they know. Someone 

hearing a crime being committed may think they recognise the voice of an offender, or someone 

who knows a suspect may be played a questioned-speaker recording and asked if they recognise 

the speaker. An earwitness is someone who hears the voice of an offender in a situation where no 

audio recording is available for analysis. The listener usually does not recognise the voice of the 

offender as someone they know, but may be asked to listen to a voice lineup and see if they 
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recognise any of the speakers in the lineup. Sections [99.910]ff  describe speaker recognition by 

laypeople and contrast it with forensic voice comparison performed by forensic practitioners. 

 

[99.14] What is disputed utterance analysis? 

A disputed utterance analysis is conducted in order to help a court of law decide what was said 

on an audio recording. 

The words spoken on an audio recording may be indistinct, and hence there may be a dispute 

about what was said, because of the speaking style (e.g., the speaker may have been out of breath), 

because of poor quality recording conditions (e.g., background noise), because the words are 

acoustically similar and therefore intrinsically difficult to differentiate (e.g., ñfifteenò versus 

ñfiftyò), or because of some combination of the above. Sections [99.1500]ff  describe disputed 

utterance analysis. 

 

[99.20] Audience 

As part of the Expert Evidence series this chapter is aimed first at lawyers, judges, and police 

investigators, however, it is hoped that this chapter will also be of interest to forensic scientists, 

phoneticians, speech-processing engineers, and students of all these disciplines. It introduces 

forensic voice comparison in a relatively non-technical way, assuming a reader who has no prior 

knowledge of the subject. For sake of correctness, occasional more-technical asides will be 

necessary, but the focus will be on the understanding of concepts and the provision of basic 

knowledge. 

 

[99.30] Structure 

This chapter is structured in an order suitable for reading from beginning to end, but some readers 

may wish to go straight to sections covering particular topics. To aid the reader, cross-references 

point both backwards and forwards.  

The first four major sections after this introduction describe the new paradigm for forensic science 

[99.70]ff , including the likelihood ratio framework for the evaluation of forensic evidence 

[99.140]ff  and [99.370]ff , and the testing of the validity and reliability of forensic-comparison 

systems [99.290]ff . These provide an introduction to evaluation of forensic evidence applicable 

across all branches of forensic science, not just forensic speech science. This should be considered 

foundational material for readers not already familiar with these topics, and some later sections 

will assume knowledge of these topics. 

The next major section [99.440]ff  provides an introduction to phonetics, which will help the reader 

understand human voices, which are the source of the data that are analysed in forensic voice 

comparison and disputed utterance analysis. The next major section [99.600]ff  describes how 

speech is recorded and how various factors commonly affecting forensic casework recordings 

degrade the quality of the speech information in those recordings. 

The next major section [99.650]ff  describes different approaches to forensic voice comparison. 

These can be thought of as different ways of extracting information from speech recordings. 
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Sections [99.750]ï [99.760] briefly discuss the admissibility of forensic voice comparison in 

several common-law jurisdictions.  

The next major section [99.770]ff  presents two examples of forensic voice comparison analyses 

conducted in actual cases. These assume knowledge of many of the preceding sections (with the 

primary exception that knowledge of phonetics [99.440]ff  is not essential to understand these 

examples). 

The next major section [99.910]ff  discusses speaker recognition by laypeople as opposed to 

forensic voice comparison conducted by forensic practitioners. Speaker recognition by laypeople 

includes earwitnesses who hear an offender speaking while a crime is being committed. When 

there is no audio recording available, earwitnesses may be asked to listen to a speaker lineup. 

Speaker recognition by laypeople also includes when individuals such as police officers listen to 

questioned-speaker recordings and then claim to recognise the speaker. An example from a real 

case is provided. Note that in this scenario a questioned speaker recording exists, so the listener is 

not a true earwitness, and a forensic voice comparison could potentially be conducted by a forensic 

practitioner. A reader whose immediate interest is speaker recognition by laypeople should be able 

to read sections [99.910]ff  without having to read the preceding sections of the chapter, although 

knowledge of many of the preceding sections would probably help. 

The penultimate major section [99.1500]ff  describes disputed utterance analysis. Whereas in 

forensic voice comparison the question the court wants to answer is ñWho was speaking?ò in 

disputed utterance analysis the question is ñWhat was said?ò Knowledge of the new paradigm 

[99.70]ff , [99.140]ff , [99.370]ff , validation [99.290]ff , phonetics [99.440]ff , and factors affecting 

the quality of speech recordings [99.600]ff  is assumed. Examples based on real cases are included. 

The final major section [99.1700]ff  briefly describes other branches of forensic speech science:  

¶ Lie detection  

¶ Intoxication detection  

¶ Voice disguise in forensic casework  

¶ Speaker profiling  

¶ Language analysis for determination of origin (LADO)  

 

[99.40] Questions 

There are a number of questions which investigators, prosecutors, defence attorneys, judges 

considering admissibility, and triers of fact should ask about forensic speech science. The exact 

form of the questions and which questions are most important will differ depending on the 

questionerôs role in the justice system, but they are fundamentally the same questions addressing 

the same underlying issues. The questions below are phrased assuming that the task at hand is 

forensic voice comparison. 

1. Has the voice evidence been evaluated using the logically correct framework for the 

evaluation of forensic evidence? 

2. Was the forensic voice comparison analysis based on quantitative measurements of the 

acoustic properties of the voices on the recordings?  
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3. Has an adequate database of voice recordings of speakers representative of the relevant 

population been used to assess the typicality of the questioned-speaker recording? 

4. Has the strength of evidence been assessed using an appropriate statistical model, and is 

the output of that model directly reported as the strength of evidence statement? 

5. Have the validity and reliability (accuracy and precision) of the forensic voice comparison 

system been empirically evaluated under conditions reflecting those of the known- and 

questioned-speaker recordings in the present case? 

6. Is the demonstrated degree of validity and reliability acceptable? 

7. What is the strength of evidence from the comparison of the voices on the known- and 

questioned-speaker recordings? 

This chapter attempts to provide the reader with an understanding of what these questions mean, 

why they must be asked, and how to evaluate the answers. Also, how to reword the questions to 

apply to other branches of forensic speech science (and to other branches of forensic science in 

general).  
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A PARADIGM SHIFT IN FORENSIC SCIENCE 
[99.70] A paradigm shift 

We are currently in the midst of what Saks & Koehler (2005) have called a paradigm shift in the 

evaluation and presentation of evidence in the forensic sciences which deal with the comparison 

of the quantifiable properties of objects of known and questioned origin, e.g., deoxyribonucleic 

acid (DNA), finger marks, hairs, fibres, glass fragments, tool marks, handwriting, and voice 

recordings. Saks & Koehler point out that they ñuse the notion of paradigm shift not as a literal 

application of Thomas Kuhnôs concept (Kuhn, 1962), but as a metaphor highlighting the 

transformation involved in moving from a pre-science to an empirically grounded scienceò (p. 

892). In Kuhnian terms, Saks & Koehlerôs paradigm shift might be better described as a shift from 

a pre-paradigm period towards a period where there is for the first time a single unifying paradigm 

for conducting normal science, i.e., a shift from a period during which a number of different 

schools pursue solutions to different sets of problems (with only partial overlap between sets) 

using different incompatible frameworks, towards a period during which there is agreement 

throughout the scientific community as to which problems are important (often a superset of the 

problems addressed by two or more of the pre-paradigm schools), and agreement as to the general 

procedures for solving these problems and the nature of suitable solutions. 

Saks & Koehler (2005) propose that a paradigm shift has already occurred in DNA profile 

comparison, and that other forensic-comparison sciences are now shifting towards the new 

paradigm. Forensic voice comparison is one branch of forensic science in which this shift is now 

well underway but in which it is still far from reaching universal acceptance among researchers 

and practitioners. 

 

[99.80] The new paradigm 

Saks & Koehler (2005) describe the new paradigm as ñempirically grounded scienceò (p. 892) as 

exemplified by ñdata-based, probabilistic assessmentò (p. 893) as is current practice in forensic 

DNA-profile comparison. They recommend that other forensic comparison sciences emulate 

DNA-profile comparison, including that they ñconstruct databases of sample characteristics and 

use these databases to support a probabilistic approachò (p. 893). They also make it clear that 

another important aspect of the new paradigm is the quantification and reporting of the limitations 

of forensic comparison via the measurement of error rates. The new paradigm therefore echoes 

the requirements for admissibility of scientific evidence set out in Federal Rule of Evidence 702 

(FRE 702, as amended Apr. 17, 2000, eff. Dec. 1, 2000; Apr. 26, 2011, eff. Dec. 1, 2011) and the 

1993 US Supreme Court ruling in Daubert v Merrell Dow Pharmaceuticals (92-102) 509 US 579 

[1993], which Saks & Koehler identify as a driving force for the paradigm shift. The Court ruled 

that, when considering the admissibility of scientific evidence, the judge should consider the 

methodologyôs scientific validity, including whether it has been empirically tested and found to 

have an acceptable error rate. In 2014 a section on expert evidence was added to the Criminal 

Practice Directions (CPD) in England & Wales (current version: [2015] EWCA Crim 1567 

Consolidated with Amendment No. 2 [2016] EWCA Crim 1714 at [19A]). CPD 19A has 

substantial parallels with FRE 702 - Daubert and stated that ñIt is essential to recall the principle 

which is applicable, namely in determining the issue of admissibility, the court must be satisfied 

that there is a sufficiently reliable scientific basis for the evidence to be admitted.ò (CPD at 19A.4). 
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The call for other branches of forensic science to be more ñscientificò, emulate DNA-profile 

comparison, and conform to the Daubert requirements was reiterated in the 2009 National 

Research Council (NRC) report on Strengthening Forensic Science in the United States (NRC, 

2009). Important aspects of a scientific approach identified in the report include ñthe careful and 

precise characterization of the scientific procedure, so that others can replicate and validate it; ... 

the quantification of measurements ...; the reporting of a measurement with an interval that has a 

high probability of containing the true value; ... [and] the conducting of validation studies of the 

performance of a forensic procedureò (p. 121); the latter requiring the use of ñquantifiable 

measures of the reliability and accuracy of forensic analysesò (p. 23). The NRC report clearly 

recommends the use of more objective analytic methodologies over more subjective experience-

based methodologies. 

More recently, the 2016 report by President Obamaôs Council of Advisors on Science and 

Technology (PCAST) on Forensic Science in Criminal Courts: Ensuring Scientific Validity of 

Feature-Comparison Methods found that empirical demonstration of scientific validity under 

casework conditions was still lacking in a number of branches of forensic science. The report 

opined that:  

neither experience, nor judgment, nor good professional practices (such as certification 

programs and accreditation programs, standardized protocols, proficiency testing, and 

codes of ethics) can substitute for actual evidence of foundational validity and reliability. 

The frequency with which a particular pattern or set of features will be observed in different 

samples, which is an essential element in drawing conclusions, is not a matter of 

ñjudgment.ò It is an empirical matter for which only empirical evidence is relevant. 

Similarly, an expertôs expression of confidence based on personal professional experience 

or expressions of consensus among practitioners about the accuracy of their field is no 

substitute for error rates estimated from relevant studies. For forensic feature-comparison 

methods, establishing foundational validity based on empirical evidence is thus a sine qua 

non. Nothing can substitute for it.  (PCAST, 2016, p. 6, emphasis in original) 

Empirical validation is also required by the Forensic Science Regulator of England & Wales as 

part of accreditation (Forensic Science Regulator, 2014, 2016), and recommended by the 

European Network of Forensic Science Institutesô (ENFSI) Methodological guidelines for best 

practice in forensic semiautomatic and automatic speaker recognition (Drygajlo et al., 2015), the 

latter specifically in the context of forensic voice comparison. 

Although there does not appear to be any indication that either set of authors were consciously 

aware of this, there is one other component of the new paradigm which we believe is implicit in 

Saks & Koehlerôs (2005) and the NRC reportôs (2009) recommendation that other forensic 

comparison sciences emulate forensic DNA-profile comparison: the adoption of the likelihood-

ratio framework for the evaluation of evidence. 

The use of the likelihood-ratio framework is recommended in the Association of Forensic Science 

Providersô Standards for the Formulation of Evaluative Forensic Science Expert Opinion (AFSP, 

2009); the Royal Statistical Societyôs Fundamentals of Probability and Statistical Evidence in 

Criminal Proceedings: Guidance for Judges, Lawyers, Forensic Scientists and Expert Witnesses 

(Aitken et al., 2010); ENFSIôs Guideline for evaluative reporting in forensic science (Willis et al., 

2015); ENFSIôs Methodological guidelines for best practice in forensic semiautomatic and 

automatic speaker recognition (Drygajlo et al., 2015) the latter specifically in the context of 
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forensic voice comparison; and implicitly by PCASTôs report on Forensic Science in Criminal 

Courts: Ensuring Scientific Validity of Feature-Comparison Methods (PCAST, 2016; see also 

Morrison, Kaye, et al., 2017). 

 

[99.90] Further reading 

For a history of the adoption of the new paradigm in forensic-voice-comparison research and 

practice up to 2009, see Morrison (2009). For a review of calls from the 1960s onward for the 

validity and reliability of forensic voice comparison to be empirically tested under casework 

conditions, see Morrison (2014). 
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THE LIKELIHOOD-RATIO FRAMEWORK FOR THE 
EVALUATION OF FORENSIC EVIDENCE 

[99.140] Introduction 

The likelihood-ratio framework has already been described in Interpreting Scientific Evidence 

[28] (Berger et al., 2016), and its application to DNA in Statistical Evaluation in Forensic DNA 

Typing [80A] (Federle et al., 2017). Other descriptions are listed in the further reading section 

below [99.250]. Here, we describe the likelihood-ratio framework in the context of forensic voice 

comparison. 

 

[99.150] The likelihood-ratio framework 

In the likelihood-ratio framework, the task of the forensic practitioner is to provide the court with 

a strength-of-evidence statement in answer to the question: 

How likely are the observed properties of the voice on the questioned-speaker recording 

(the evidence), had it been produced by the known speaker (the same-speaker hypothesis) 

versus had it been produced by some other speaker selected at random from the relevant 

population (the different-speaker hypothesis)? 

The answer to this question is quantitatively expressed as a likelihood ratio, calculated using 

Formula 1. 

 

Formula 1 

ὒὙ
ὴὉȿὌ

ὴὉȿὌ
 

 
 

where LR is the likelihood ratio; E is the evidence, i.e., the measured properties of the voice on 

the questioned-speaker recording; p(E|H) is ñprobability of E given Hò; and Hs is the same-speaker 

hypothesis, and Hd is the different-speaker hypothesis (or more generally same-origin and 

different-origin hypotheses, or prosecution and defence hypotheses).  

The numerator of the likelihood ratio can be considered a similarity term, and the denominator a 

typicality term. In calculating the strength of evidence, the forensic practitioner must consider not 

only the degree of similarity between the samples, but also their degree of typicality with respect 

to the relevant population (we discuss the relevant population in section [99.180] below). In 

fictional television shows, forensic practitioners are often portrayed comparing two objects, 

finding no measurable differences between them, and shouting ñItôs a match!ò Similarity alone, 

however, does not lead to strong support for the same-origin hypothesis. For example, if two 

samples are determined to be similar in terms of some physical properties, this is of little value if 

these physical properties are also very typical, because under such circumstances samples selected 

at random from any two individuals in the relevant population are likely to be equally or more 

similar. On the other hand, if two samples are found to be similar in terms of properties which are 

atypical in the population, then samples selected at random from any two individuals in the 

relevant population are unlikely to be equally or more similar. In general, more similarity and less 
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typicality lead to relatively greater support for the same-origin hypothesis, and less similarity and 

more typicality lead to relatively greater support for the different-origin hypothesis.  

If the evidence is more likely to occur under the same-speaker hypothesis than under the different-

speaker hypothesis then the value of the likelihood ratio will be greater than 1, and if the evidence 

is more likely to occur under the different-speaker hypothesis than under the same-speaker 

hypothesis then the value of the likelihood ratio will be less than 1.  

Likelihood ratios should not, however, be thought of as binary indicators ï it matters how far the 

likelihood ratio is from 1. The value of the likelihood ratio is a numeric expression of the strength 

of the evidence with respect to the competing hypotheses. If the forensic practitioner testifies that 

one would be 100 times more likely to observe the evidence under the same-speaker hypothesis 

than under the different-speaker hypothesis (LR = 100), then whatever the trier of factôs belief 

about the relative probabilities of the same- and different-speaker hypotheses being true prior to 

hearing this, afterwards they should believe that the probability of the same-speaker hypothesis 

being true relative to the different-speaker hypothesis being true is 100 greater than they believed 

it to be before. Likewise, if the forensic practitioner testifies that one would be one thousand times 

more likely to observe the evidence under the different-speaker hypothesis than under the same-

speaker hypothesis (LR = 1/1000), then whatever the trier of factôs belief about the relative 

probabilities of the same- and different-speaker hypotheses being true prior to hearing this, 

afterwards they should believe that the probability of the different-speaker hypothesis being true 

relative to the same-speaker hypothesis being true is 1000 greater than they believed it to be before. 

Figure 1 shows a series of examples in which the likelihood ratio is 4, but the trier of factôs belief 

as to the relative probabilities of the same- and different-speaker hypotheses being true differ from 

example to example. The examples use the analogy of weights on a set of scales to represent the 

belief in the relative probabilities of the hypotheses being true. 

In the first example, before hearing the likelihood ratio, the trier of fact believes that the probability 

that same-speaker hypothesis is true and the probability that different-speaker hypothesis is true 

are equal. This is represented by having an equal weight on each side of the set of scales. The 

evidence is 4 times more likely if the same-speaker hypothesis were true than if the different-

speaker hypothesis were true, therefore the trier of fact should multiply the weight on the same-

speaker side of the scale by 4. After doing this, the same-speaker side of the scales is 4 times 

heavier than the different-speaker side, i.e., the probability that same-speaker hypothesis is true is 

4 times greater than the probability that different-speaker hypothesis is true. 

In the second example, before hearing the likelihood ratio, the trier of fact believes that the 

probability that the different-speaker hypotheses is true is 2 times greater than the probability that 

the same-speaker hypotheses is true. This is represented by having 2 weights on the different-

speaker side of the scales and one weight on the same-speaker side. The evidence is 4 times more 

likely if the same-speaker hypothesis were true than if the different-speaker hypothesis were true, 

therefore the trier of fact should multiply the weight on the same-speaker side of the scale by 4. 

After doing this, the same-speaker side of the scales is twice as heavy as the different-speaker side, 

i.e., the probability that same-speaker hypothesis is true is 2 times greater than the probability that 

different-speaker hypothesis is true. 
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Figure 1. Weights on scales as an analogy for the effect a likelihood ratio on beliefs 
about the relative probabilities of the same-speaker and different-speaker 
hypotheses being true. 
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Whatever the trier of factôs prior beliefs and whatever the value of the likelihood ratio, the same 

procedure applies to update those beliefs. The other two examples in Figure 1 show other prior 

beliefs, and hence other posterior beliefs. The likelihood ratio could have a different value. If the 

likelihood ratio were 10, this would require the weights on the same-speaker side of the scales to 

be multiplied by 10. If the likelihood ratio were 1/4, this would require the weights on the 

different-speaker side of the scales to be multiplied by 4. If the likelihood ratio were 1/10, this 

would require the weights on the different-speaker side of the scales to be multiplied by 10. The 

further the likelihood ratio from 1, the greater the strength of the evidence, and the greater the 

change in beliefs.  

 

[99.160] Why the forensic practitioner must present the probability of evidence, 

and must not present the probability of hypotheses 

A forensic likelihood ratio is an expression of the probability of obtaining the evidence given 

same- versus different-speaker hypotheses. There are logical reasons why the forensic practitioner 

must present a strength-of-evidence statement in this form and must not present the probability of 

the hypotheses given the evidence.  

The trier of fact does not make their decision on the basis of a single piece of evidence, rather their 

task is to come to a decision after having weighed all the evidence presented in court. What the 

trier of fact requires from a forensic practitioner, however, is a statement of the strength of a 

specific piece of evidence. It is not the role of a forensic practitioner to consider all the evidence. 

One forensic practitioner may present the strength of evidence related to specific DNA samples, 

another may present the strength of evidence related to specific fingermark / fingerprint samples, 

etc., and the trier of fact will weigh all of these together. Not all the evidence will be forensic 

comparison evidence evaluated using likelihood ratios, and the trier of fact must also consider the 

strength of other evidence such as eye-witness testimony. In addition, before any evidence has 

been presented the trier of fact will have some belief as to the innocence/guilt of the defendant, 

perhaps influenced by concepts such as ñinnocent until proven guiltyò, and this will also contribute 

to their final decision.  

If a forensic practitioner wanted to calculate the probability of same-origin versus different-origin 

hypotheses they would have to apply Bayesô Theorem. The odds form of Bayesô Theorem is 

provided in Formula 2. This is in fact just a different expression of the concepts we described in 

section [99.150] using the analogy of weights on a scale. 

 

Formula 2 
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In order to calculate the posterior odds (the relative probability of the same-origin versus the 

different-origin hypothesis, given the evidence), the forensic practitioner would need to know both 
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the likelihood ratio and the prior odds. The prior odds would represent the trier of factôs belief in 

the relative probabilities of the two hypotheses being true prior to the evidence being presented. 

When conducting their analysis, the forensic practitioner does not know the trier of factôs prior 

belief.  

What might be reasonable prior probabilities?  

If a crime were committed on an island and there are known to have been 100 people on the island 

at the time, then reasonable prior odds could be as follows: 

¶ Assume that prior to hearing any evidence we assume that the suspect is no more or less 

likely to be guilty than any other individual on the island, and that in general no particular 

individual is more or less likely to be guilty than any other individual.  

¶ There are 100 people on the island, therefore the prior probability for the suspect is 1/100.  

¶ Similarly, the prior probability for each other individual on the island is 1/100. 

¶ There are 99 other individuals on the island, hence the total probability for the other 

individuals is 99×1/100 = 99/100.  

¶ Dividing the former probability by the latter, the prior odds are therefore: (1/100) / (99/100) 

= 1/99  

¶ This can be represented as 99 weighs on the different-speaker side of the scale and 1 weight 

on the same-speaker side.  

The reasoning above includes the assumption that, prior to hearing any evidence, no individual 

on the island is believed to be more or less likely to have committed the crime than any other 

individual. Although it may be appropriate for the trier of fact to make such an assumption, it is 

not appropriate for the forensic practitioner to do so. The trier of fact may take into consideration 

that some people live in parts of the island remote from where the crime was committed, or that 

some portion of the population are children who could not have physically committed the crime, 

and therefore the trier of fact may have prior odds different from 1/99. Also, if other evidence has 

already been presented in the trial, it is unlikely that the trier of factôs belief as to same-origin 

versus different-origin hypotheses would still be 1/99 immediately prior to the presentation of the 

likelihood ratio from the forensic evidence in question. 

It is inappropriate for the forensic practitioner to present the posterior odds because the posterior 

odds include information and assumptions from sources other than a scientific evaluation of the 

known and questioned samples. If the forensic practitioner were to present posterior odds then 

they would have to supply their own prior odds. If one forensic practitioner used a high value for 

the prior odds and another practitioner used a low one, and otherwise acted the same, the difference 

in the prior odds would make the value of the first scientistôs posterior odds higher and that of the 

second lower, but this difference has nothing to do with the materials they were asked to compare. 

The forensic practitionerôs choice of prior odds could be influenced by their own conscious or 

unconscious opinion as to the guilt or innocence of the defendant. Cognitive bias was a major 

concern in the NRC report (NRC, 2009, pp. 122ï124).  
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[99.170] Terminology 

Although the likelihood ratio is a component of Bayesian analysis, we have used the term 

likelihood-ratio framework rather than Bayesian framework since the latter, unlike the former, 

could imply that the forensic practitioner makes use of priors and calculates posteriors.  

The fact that forensic practitioners present likelihood ratios in court does not imply that the trier 

of fact must assign numeric values to evidence which is not forensic comparison evidence, nor 

that they must arrive at their decision via the rigid application of a Bayesô Theorem. 

Another terminological point is that in the likelihood-ratio framework the forensic practitioner 

does not perform recognition, identification, or individualisation, because these terms could imply 

making a categorical decision, which logically would require imposing a threshold on a posterior 

probability. A neutral term such as comparison is more appropriate. We therefore use the term 

ñforensic voice comparisonò rather than either of the traditional terms forensic speaker 

identification or forensic speaker recognition. We do not use speaker comparison since that would 

be akin to calling fingermark comparison toucher comparison. A term such as forensic 

comparison of voice recordings would be more accurate (it is the properties of the recordings 

which are actually compared, not the voices themselves), but, since the ñofò construction has the 

potential to interfere with the understanding of sentence structure, we use the somewhat less exact 

term forensic voice comparison. 

 

[99.180] A database representative of the relevant population 

The likelihood-ratio framework is a conceptual framework which can be applied to subjective 

experience-based beliefs as to the likelihoods of the evidence given the competing hypotheses; 

however, to implement the data-based and quantitative-measurement aspects of the new paradigm, 

the forensic practitioner must have access to a database of samples which are representative of the 

relevant population. Such a database (sometimes called a background database) is necessary in 

order to calculate a quantitative estimate of the typicality of the voice on the questioned-speaker 

recording. A database representative of the relevant population is also needed to implement the 

validity and reliability testing requirements of the new paradigm [99.290]ff .  

The relevant population is the population to which the questioned-speaker belongs. In forensic 

voice comparison, this can usually be at least restricted to speakers of the same sex and general 

age speaking the same language and dialect as can be inferred from listening to the questioned-

speaker recording. For example, if it were apparent that the speaker on the questioned-speaker 

recording were an adult male (not obviously a child and not obviously very aged) speaking 

Australian English, and this would not be disputed by either the prosecution or the defence, then 

an appropriate database would be a database of voice recordings of adult male Australian-English 

speakers.  

Known- and questioned-speaker recordings are often (but not always) sent for forensic 

comparison after a police officer has listened to them and decided that they are sufficiently similar 

sounding that it is worth sending them for forensic comparison. If the voices on the two recordings 

had sounded very different, they would not have been sent for forensic comparison. In this 

scenario, a reasonable relevant population would be speakers who sound sufficiently similar to 

the voice on the questioned-speaker recording that a non-expert listener would think they were 

worth sending for forensic comparison. In practice, this would at least exclude speakers who sound 
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very different from the voice on the questioned speaker recording. For example, if the speaker had 

a very deep voice, speakers with high pitched voices would be excluded. This approach also 

provides a solution for cases such as when it is not clear whether the speaker is male or female. 

An appropriate relevant population could be speakers who sound similar to the voice on the 

questioned speaker recording, irrespective of their sex. This could include females plus males with 

high pitched voices, or males plus females with low pitched voices. 

The defence could posit a more specific relevant population. An extreme case could be that the 

relevant population is the defendantôs sister. Because the properties of the sisterôs voice would 

likely be more similar to those of a female defendant than most of the speakers in a larger relevant 

population, the denominator (the typicality part) of the likelihood ratio may be expected to be 

larger and the likelihood ratio therefore smaller. But this will not necessarily help the defence. If 

the size of the relevant population were in the thousands or millions, then the trier of fact might 

start out with prior odds of one over thousands or millions, but if the size of the relevant population 

were one, the trier of fact would be more likely to choose prior odds closer to one (equal 

probability for the defendant and for the sister). Also, the trier of fact considers all the evidence in 

the case. There may be lots of other evidence pointing towards the defendant but no other evidence 

pointing towards the sister. 

Note that when they conduct the forensic voice comparison, the forensic practitioner is unlikely 

to be aware of the exact nature of the defenceôs hypothesis, and will usually have to anticipate 

what it may be. Whatever hypothesis the forensic practitioner adopts, they should clearly 

document what it is so that the judge at an admissibility hearing and/or the trier of fact at trial can 

decide whether it is appropriate or not. 

 

[99.190] Differences between DNA data and voice data 

With respect to the calculation of forensic likelihood ratios, there are some important differences 

between data extracted from DNA samples and data extracted from voice recordings. These 

differences may lead to differences in the way the results of forensic DNA comparison and 

forensic voice comparison are presented, which may superficially give the impression that the two 

are not evaluated using the same framework. In fact, both DNA evidence and voice comparison 

evidence can and should be evaluated using the likelihood ratio framework. 

This section includes a simplified account of forensic DNA comparison. Our purpose is to 

highlight some basic differences between DNA and voice data, not to discuss issues in the 

interpretation of DNA evidence.  

A DNA profile consists of discrete values (e.g., counts of short tandem repeats) from a finite 

number of measurements (e.g., pairs of alleles at specific loci). DNA properties are discrete at the 

molecular level, their values are continuous at the measurement level (locations and height of 

peaks on an electropherogram), but they have traditionally been converted back to discrete values 

to provide discrete DNA profiles for statistical analysis. To a first approximation it is assumed 

that DNA profiles have no measurement errors, that samples are not contaminated, that the 

organisms from which DNA samples originate have not undergone transplants, etc. It is possible 

to obtain a ñmatchò between two DNA profiles, i.e., for each corresponding locus and allele each 

of the two profiles has the same discrete value. Under the assumptions laid out above, the DNA 

profile of an individual organism does not change from occasion to occasion, hence the probability 
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of obtaining matching DNA profiles given the same-origin hypothesis is 1, and the probability of 

obtaining non-matching DNA profiles given the same-origin hypothesis is 0. The numerator of 

the likelihood ratio is therefore either 1 or 0.  

If the two samples do not match, the numerator of the likelihood ratio is 0 and the denominator is 

irrelevant, the value of the likelihood ratio is 0 and via Bayesô Theorem the posterior odds will 

also be 0 (the prior odds are irrelevant since anything multiplied by 0 is still 0), the two samples 

do not have the same origin.  

If the two samples match, the numerator of the likelihood ratio is 1 and the size of the likelihood 

ratio is then dependant on the denominator, the probability of the DNA profile of the questioned 

sample matching the DNA profile of the known sample if the questioned sample came from a 

source other than the known source.  

Often when the samples match, the match probability rather than the likelihood ratio is reported 

in court. The match probability is simply the denominator of the likelihood ratio, or equivalently 

the inverse of the likelihood ratio, i.e., it is the probability of obtaining the matching DNA profile 

under the different-origin hypothesis versus under the same-origin hypothesis. 

An acoustic-phonetic or automatic forensic voice comparison system would be based on 

measurements of acoustic properties of voices (see [99.700] and [99.720]). These acoustic 

properties are continuous, not discrete. (Another example of a continuous measurements is height: 

People do not have to be exactly 174 cm tall or 175 cm tall or 176 cm tall, they can be any value 

including 174.5, 174.9, 174.999999, 175.0000001 cm.) There is also substantial within-speaker 

variation, even if a speaker says exactly the same words twice in a row it would be extremely 

unlikely for there not to be measurable differences in the acoustic properties of the two utterances. 

Note that this is not just the precision of the measurement techniques, it is also intrinsic variability 

at the source. In practice a speaker is unlikely to repeat long stretches of exactly the same words, 

and there will likely also be variability due to speaking style and recording conditions (see 

[99.600]ff ).  

For continuously valued properties with this sort of variation a ñmatchò, in terms of two samples 

being indistinguishable within the precision of measurement techniques, or in terms of the 

difference not being ñstatistically significantò, or in terms of the difference between the two not 

exceeding some pre-determined threshold, suffers from a cliff-edge effect (Robertson et al., 2016, 

pp. 148ï150). For example, if the threshold were set at 10 Hz then a value of 9.99 Hz would be 

declared a match, but an almost identical value of 10.01 Hz would be declared a non-match. 

Approaches using a ñmatchò/ñnon-matchò threshold also fail to fully exploit the information 

available in the measurements made on the known- and questioned-origin samples, thus leading 

to poorer performance than would be obtained using statistical models which work directly with 

the continuously valued data (Morrison, Kaye, et al., 2017). 

ñMatchò is therefore not a useful concept for the acoustic properties of voices, and forensic voice 

comparison results should be reported in the form of a full likelihood ratio. The same can be said 

for many other branches of forensic science. 

In fact, even for DNA, problems have emerged with the ñmatchò/ñnon-matchò approach, leading 

to the use of full likelihood ratios rather than random match probabilities. With technological 

advances and increased sensitivity of equipment for extracting DNA, smaller and smaller amount 

of DNA can be analysed, but the probability of error in the measurement process increases. Thus 
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two measured profiles from the same individual may not have an exact match and it makes sense 

to use models in the numerator of the likelihood ratio that can provide probabilities between 0 and 

1. A greater proportion of cases now involve mixtures of DNA from different individuals. Again, 

the solution requires models in the numerator of the likelihood ratio that can provide probabilities 

between 0 and 1. 

 

[99.200] Calculating a forensic likelihood ratio 

This section describes how to calculate a forensic likelihood ratio at a general conceptual level. 

At a detailed mathematical level there are multiple different procedures for calculating forensic 

likelihood ratios, many of which are much more complicated than those presented here. The aim 

of this section is to provide the reader with a basic understanding of how a forensic likelihood 

ratio is calculated and also of some factors affecting the size of the likelihood ratio. All the data 

presented in this section are simple artificial data designed for illustrative purposes, they are not 

intended to be realistic. 

 

[99.210] Calculating a forensic likelihood ratio from discrete data 

Let us begin with a fanciful discrete-data example. Imagine the competing hypotheses are H1: ñthe 

animal is a cowò, and H2: ñthe animal is not a cowò, and our evidence consists of a count of the 

number of legs on the animal. First we need some data, I go out to the countryside and look for 

animals. Whenever I see an animal I record whether it is or is not a cow and the number of legs 

that it has (assume that animals only have whole numbers of legs, no half legs etc., also assume 

that there are no disputes about what is and what is not a cow). At the end of the day I calculate 

the proportion of the total number of cows which had one leg, two legs, three legs, four legs, etc. 

I do the same for non-cows. I display this information graphically as the bar graphs in Figure 2. 

It turns out that 2% of the cows I saw had three legs and the other 98% had four legs (or in 

proportions 0.02 and 0.98). Note that, since each is a proportion of the whole, the heights of the 

red bars in Figure 2 sum to 1. I also saw some sheep and horses, most with four legs but some 

with three, some ducks and chickens including a one-legged duck, and also some insects and 

spiders (I didnôt see any snakes or earthworms, or centipedes or millipedes). Note that, since each 

is a proportion of the whole, the heights of all the blue bars in Figure 2 sum to 1. 

Now I am told that the evidence is that the animal in question has four legs. How do I calculate 

the likelihood ratio p ( 4 legs | cow) ù p ( 4 legs | not cow)? In Figure 2 I go to number of legs = 4, 

and take the relative proportions of cows with four legs and non-cows with four legs: 0.98 / 0.49 

= 2. Having four legs would be twice as likely if the animal were a cow than if it were not a cow. 

Whatever one believed before hearing this evidence, one should now believe that the probability 

that the animal is a cow relative to the probability that it is not a cow is two-times greater than one 

believed it to be before. 
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FIGURE 2. Bar graph of discrete data. 

 

[99.220] From discrete data to continuous data 

As noted in section [99.190] voice data are normally continuous, not discrete. For calculations 

based on continuous data, bar graphs are replaced by histograms or probability density functions.  

In a histogram of continuous data there are no gaps between the rectangles and each covers a range 

of values. For example, if each rectangle is 10 units wide then one rectangle could cover the range 

40 Ò x < 50 (x is greater than or equal to 40 and less than 50), and the next rectangle would cover 

the range 50 Ò x < 60 (see Figure 3a). The area of a rectangle represents the proportion of the data 

that falls within the range it covers, e.g., if 2.5% of the data fall in the range 40 Ò x < 50 then the 

rectangle will be 0.0025 units tall to give it an area of 0.0025 × 10 = 0.025. The sum of the areas 

of all the rectangles must equal 1.  

Now, imagine that we have a very large amount of data so that we can reduce the widths of the 

rectangles and still have enough data to be able to calculate a meaningful value for the proportion 

of data within each rectangleôs range. Say we start by reducing the width of each rectangle to 5 

units, one rectangle could cover the range 40 Ò x < 45 and the next 45 Ò x < 50, etc. (see Figure 

3b). We now see more detail in how the proportions change as the x value changes. As before, the 

area of the rectangle represents the proportion of data points which falls within the range it covers, 

e.g., if 1% of the data points fall in the range 40 Ò x < 45 then the rectangle will be 0.002 units tall 

to give it an area of 0.002 × 5 = 0.01. The sum of the areas of all the rectangles must still equal 1.  

 



EXPERT EVIDENCE FORENSIC SPEECH SCIENCE CHAPTER 99 
 

 

 
 

Morrison, Enzinger, Zhang 29 2017-12-19a 

FIGURE 3. Transition from histogram to probability density function for continuous 
data. 

 

As the widths of the rectangles are reduced (Figures 3a through 3d), the size of the steps between 

rectangles decrease, not just the widths of the steps but also their height differences. Eventually 

the tops of the rectangles will look like a smooth curve rather than a series of steps (see Figure 

3d). If we make some assumptions about the shape of this curve, such as that it is a Gaussian 

distribution (also called a normal distribution), then even with relatively small amounts of data 

we can skip straight to an estimate of the shape of the curve. The curve is the calculated probability 

density function trained on the data. To train a Gaussian distribution we only need to estimate the 

mean and standard deviation. Note that the total area under the curve is still equal to 1. 

 

[99.230] Calculating a forensic likelihood ratio for continuous data 

As mentioned above [99.220], for calculations based on continuous data, bar graphs are replaced 

by probability density functions, but otherwise the same procedures as in the discrete-data 

example [99.210] can be followed.  

Let us imagine this time that each of our data points is a measurement of the mean fundamental 

frequency (f0) of a voice in a voice recording. This voice property is described in [99.540], what 

matters here is that f0 can differ between speakers (some speakers have a higher mean f0 value 

and others a lower mean f0 value), and also within speakers (on one occasion a speaker may 

produce a higher mean f0 value and on another occasion a lower mean f0 value).  

We collect a database of voice recordings of speakers from the relevant population and measure 

the mean f0 of each recording and calculate the probability density function for these values. This 

is plotted in Figure 4. Likewise we collect multiple non-contemporaneous recordings of the voice 

of the known speaker and calculate the probability density function for the mean f0 from each of 

these recordings. This is also plotted in Figure 4. The former probability density function we will 

call the population model, and the latter the known-speaker model.  
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FIGURE 4. Calculation of a likelihood ratio from a known-speaker model and a 
population model. 

 

In this example the population model is a Gaussian distribution with a mean of 100 Hz and a 

standard deviation of 30 Hz, and the known-speaker model is a Gaussian distribution with a mean 

of 150 Hz and a standard deviation of 15 Hz. To calculate a likelihood ratio, we find the mean f0 

value of the voice on the questioned-speaker recording, then, at that value find the relative heights 

of the curves of the known-speaker and population models, see Figure 4. If the questioned-speaker 

value is 175 Hz, the probability-density-function (aka likelihood) value of the known-speaker 

model at 175 Hz is 0.0066, the probability-density-function (likelihood) value of the population 

model at 175 Hz is 0.00058, and the likelihood ratio is therefore 0.0066 / 0.00058 = 11.35. One 

would be approximately 11 times more likely to obtain the f0 value of 175 Hz of the voice on the 

questioned-speaker recording if it had been produced by the known speaker than if it had been 

produced by a speaker selected at random from the relevant population. 

What if, instead of 175 Hz, the mean f0 of the questioned-speaker recording was 150 Hz, right at 

the mean value for the known-speaker recordings? In this case, as shown in Figure 5, instead of 

11.35, the likelihood ratio would be 8.02.  

What if the voice on the questioned-speaker recording were even more typical and had a mean f0 

of 125 Hz or 100 Hz? In these cases, as shown in Figure 6, the likelihood ratios would be 0.71 

(0.71 in favour of the same-speaker hypothesis, or 1 / 0.71 = 1.42 in favour of the different-speaker 

hypothesis) and 0.0077 (129 in favour of the different-speaker hypothesis) respectively.  

If the voice on the questioned-speaker recording is atypical in the opposite direction to the 

atypicality of the voice of the known speaker, then the support for the different-speaker hypothesis 

is even higher, e.g., if the voice on the questioned-speaker recording has a mean f0 of 75 Hz then 

the likelihood ratio is 94,810 in favour of the different-speaker hypothesis. 
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FIGURE 5. Calculation of a likelihood ratio from a known-speaker model and a 
population model. 

 

FIGURE 6. Calculation of likelihood ratios from a known-speaker model and a 
population model. 

 

Note that at a value of approximately 128 Hz, the likelihood ratio would be 1 ï one would be 

equally likely to obtain this value irrespective of whether the voice on the questioned-speaker 

recording had been produced by the known speaker or by another speaker from the relevant 

population. 

In the previous examples the known-speaker model was relatively atypical. What if the voice of 

the known speaker were more typical? In Figure 7 the known-speaker model has the same mean 

as the population model (100 Hz), and is thus maximally typical. The standard deviations are 

unchanged from the previous examples. As was the case in Figure 5, the mean f0 value for the 
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questioned-voice sample is at the mean value for the known-speaker model, but instead of being 

8.02, because the known-speaker model is now more typical, the likelihood ratio is only 2. 

Note that even though in this example the known-speaker model is maximally typical and has the 

same mean as the population model, the likelihood ratio is not 1, and one is still more likely to 

obtain a mean f0 at the maximally typical value if the voice on the questioned-speaker recording 

had been produced by the known speaker than if it had been produced by some other speaker. This 

is because not all speakers in the population are maximally typical and because some are atypical 

they are less likely to produce the maximally typical mean f0 value, which contributes to this being 

less likely for the population as a whole.  

 

FIGURE 7. Calculation of a likelihood ratio from a known-speaker model and a 
population model. 

 

What if the within-speaker variability were greater? The known-speaker model in Figure 8 has a 

standard deviation of 25 Hz as opposed to 15 Hz as was the case in the earlier examples. The mean 

for the known-speaker model is 150 Hz as was the case in Figures 4 through 6. The first-three 

questioned-speaker values of 175 Hz, 150 Hz, and 125 Hz, which previously resulted in likelihood 

ratios of 11.35, 8.02, and 0.71, now result in likelihood ratios of 16.57, 4.83, and 1.03. Questioned-

speaker values close to the mean of the known-speaker model now result in smaller likelihood 

ratios than before and questioned-speaker values relatively far from the mean of the known-

speaker model now result in larger likelihood ratios than before.  

In general, the smaller the within-speaker variability relative to between-speaker variability, the 

better the performance of the forensic-comparison system (assessing system performance is 

discussed in [99.290]). Most speakers will be relatively typical (by definition) so most known-

speaker models will have means close to the mean of the population model, and as the within-

speaker variance approaches the between-speaker variance the known-speaker model and 

relevant-population model curves will get closer together, and therefore most likelihood ratios will 

approach 1 and not provide strong support for either hypothesis. 
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FIGURE 8. Calculation of likelihood ratios from a known-speaker model and a 
population model. 

 
All the previous examples have used models consisting of a single Gaussian as a relevant-

population model and a single Gaussian as a known-speaker model; however, more complex 

models are usually used in forensic voice comparison. For example, procedures based on Gaussian 

mixture models (GMMs) are common. Multiple Gaussians are used to fit a more complex 

distribution than can be achieved using a single Gaussian. Figure 9 provides an example of a 

relevant-population model and a known-speaker model each based on four Gaussians. The GMMs, 

shown as the thick lines, are the result of summing the individual Gaussians shown as thin lines 

(in this case each individual Gaussian was given equal weight). 

 

FIGURE 9. One-dimensional Gaussian mixture models. 
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All the previous examples have been unidimensional, using measurements of a single acoustic 

property of the voice recordings. In practice, forensic voice comparison is usually based on 

measurements of multiple acoustic properties of voice recordings. This has the potential to lead to 

much larger likelihood ratios in favour of one hypothesis or the other. A recording of a voice may 

be only moderately atypical on measurements of each of a number of acoustic properties, but the 

particular combination of these measured values may be highly atypical. Figure 10 provides an 

example of a relevant-population model and a known-speaker model (each a Gaussian mixture 

model) in a two-dimensional space.  

 

FIGURE 10. Two-dimensional Gaussian mixture models. 

 

 

[99.240] Calibration and fusion 

The models used in the description of the calculation of likelihood ratios above [99.230] are 

theoretically correct, but there may be a number of practical difficulties in using them. These could, 

for example, be related to whether the model is appropriate for the true distribution of the data, 

whether there are sufficient data to train models which are sufficiently accurate and precise 

estimates of the true distributions, or whether aspects of the likelihood-ratio calculation procedure 

violate statistical assumptions. There is also the problem of how to combine multiple estimates of 

likelihood ratios on the same data, by different systems, e.g., an automatic system and an acoustic-

phonetic system.  

The practical solutions to these problems are called calibration and fusion, and a single procedure, 

logistic regression, can be used to do both (Brümmer & du Preez, 2006; González-Rodríguez et 

al., 2007; Pigeon et al., 2000). One way to view calibration is to consider the raw likelihood ratios 

calculated using the sorts of procedures described above, not as likelihood ratios per se, but rather 

simply as scores. Scores quantify the degree of similarity of pairs of samples while also taking 

account of their typicality, but their value are not directly interpretable as likelihood ratios 

answering the question posed by the same- and different-speaker hypotheses. Calibration converts 
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scores into likelihood ratios, or fusion converts parallel sets of scores from different systems into 

likelihood ratios. 

 

[99.250] Further reading 

General introductions to the likelihood-ratio framework can be found in numerous books and 

articles, including Robertson et al. (2016), Balding & Steele (2015) ch. 1ï3 and 11, and Kaye et 

al. (2011). Introductions in the context of forensic voice comparison can be found in Rose (2002, 

2003), Morrison & Thompson (2017), and Morrison & Enzinger (2018).  

Selection of the relevant population in the context of forensic voice comparison is discussed in 

Morrison et al. (2012) and Morrison, Enzinger & Zhang (2016), see also Gold & Hughes (2014) 

and Hughes & Foulkes (2015).  

A tutorial on logistic regression calibration and fusion is presented in Morrison (2013).  

The problem of cognitive bias in forensic science is reviewed in Risinger et al. (2002), Saks et al. 

(2003), Found (2015), Stoel et al. (2015), and Edmond et al. (2017). 
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ASSESSING THE VALIDITY AND RELIABILITY 
(ACCURACY AND PRECISION) OF FORENSIC-

COMPARISON SYSTEMS 
[99.290] Introduction 

In judicial literature, the word reliability has often not been used without being explicitly defined. 

The Daubert ruling (at footnote 9) equates evidential reliability with scientific validity. Daubert 

advises the judge at an admissibility hearing to consider whether the forensic practitionerôs 

methods have been empirically tested and found to have an acceptable error rate. 

In statistics and scientific literature validity and reliability mean different things ï validity is 

synonymous with accuracy and reliability with precision. 

To illustrate the difference between accuracy and precision, imagine a device for measuring a 

personôs height. It consists of a base which sits on the ground, a vertical pole with marks on it, 

and a horizontal arm which slides up and down the pole. A person stands on the base, the arm is 

placed on top of their head, and their height is read off as the value marked on the pole.  

Now imagine that this device is broken and rather than being vertical (fixed at  90° to the base), 

the pole is somewhat loose and sometimes the person is measured with the pole at 85°, other times 

at 95°, and various other angles in between. For the sake of argument, let us also assume that a 

personôs height is fixed and that we have an oracle who can tell us a personôs true height. We 

measure the same personôs height multiple times using the broken device. Sometimes we measure 

their height as 177 cm, sometimes as 173 cm, and other values in between. We take the mean of 

all the measurements and we find it to be 175.1 cm. The oracle tells us that in fact the true height 

of this person is 175.0 cm. Our measuring device is very accurate, averaging over multiple 

measurements it has come up with an answer which is only 1 mm (0.057%) away from the true 

value. In contrast, the measuring device is not very precise, our measurements range from 

approximately 2 cm below to 2 cm above the mean value. 

Now imagine that the measuring device has been repaired and the pole is now fixed at 90° to the 

base. We measure the same person again multiple times and we get values which range from 

176.9 cm to 177.1 cm with a mean of 177.0 cm. The device is now much more precise, our 

measurements only range from 1 mm below to 1 mm above the mean value, but its accuracy is 

now poor, the mean of our measurements is 2 cm too high! Upon inspection, we discover that as 

part of the ñrepairò the pole was made shorter, removing 2 cm from the bottom. 

Ideally, for any system, we would like to have both a high degree of accuracy and a high degree 

of precision. 

 

[99.300] Measuring the accuracy of a forensic-comparison system 

The accuracy of the output of a forensic-comparison system can be assessed by testing it on a 

large number of pairs of samples (a test set) where it is known for each pair whether its members 

have the same origin or different origins, then comparing the systemôs output with this knowledge 

about the input.  
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A common measure of accuracy is correct-classification rate, i.e., the proportion of true positives 

(the proportion of same-origin pairs correctly classified as same origin) and the proportion of true 

negatives (the proportion of different-origin pairs correctly classified as different origin); or 

alternatively, classification-error rate i.e., the proportion of false positives (the proportion of 

different-origin pairs incorrectly classified as same origin) and the proportion of false negatives 

(the proportion of same-origin pairs incorrectly classified as different origin). Classification-error 

rate is simply the inverse of correct-classification rate. 

Classification-error rate (and correct-classification rate) are the result of binary (same or different) 

decisions made on the basis of posterior probabilities. Because it is based on posterior probabilities, 

this approach is inconsistent with the likelihood-ratio framework. The binary nature of the 

decisions is also inconsistent with the likelihood-ratio framework. 

Likelihood ratios greater than one favour the same-origin hypothesis and likelihood ratios less 

than one favour the different-origin hypothesis; however, forensic comparison of known and 

questioned samples is not a binary decision task but rather the task of determining the strength of 

evidence with respect to the same-origin versus different-origin hypotheses, i.e., the extent to 

which likelihood ratios are greater than or less than one, see section [99.150].  

It is often convenient to convert likelihood ratios to log likelihood ratios since the latter are 

symmetrical about zero, e.g., likelihood ratios of 1000 (one thousand in favour of the same-origin 

hypothesis) and 1/1000 (one thousand in favour of the different-origin hypothesis) become log-

base-ten likelihood ratios of +3 and ī3 respectively, and likelihood ratios of 10,000 and 1/10,000 

are log-base-ten likelihood ratios of +4 and ī4 respectively. Count the number of zeros in the 

likelihood ratio! A likelihood ratio of 1 corresponds to a log likelihood ratio of 0. 

Ideally, for a same-origin pair the forensic-comparison system should produce a large positive log 

likelihood ratio, and for a different-origin pair it should produce a large negative log likelihood 

ratio. For a same-origin comparison, a small positive log likelihood ratio is not as good as a large 

positive log likelihood ratio, a small negative log likelihood ratio is worse than a small positive 

log likelihood ratio, and a large negative log likelihood ratio is worse than a small negative log 

likelihood ratio (mutatis mutandis for a different-origin comparison). It is worse to report a 

likelihood ratio of 1000 in favour of a contrary-to-fact hypothesis than it is to report a likelihood 

ratio of 10 in favour of a contrary-to-fact hypothesis, because the former provides greater support 

for the contrary-to-fact hypothesis and therefore has greater potential to contribute the trier of fact 

making an incorrect decision. 

A measure of accuracy which is consistent with the likelihood-ratio framework is the log-

likelihood-ratio cost (Cllr; Brümmer & du Preez, 2006). Cllr was developed for use in automatic 

speaker recognition and has subsequently been applied to forensic voice comparison (e.g., 

González-Rodríguez et al., 2007). In contrast to classification-error rates, Cllr has the desired 

properties of being based on likelihood ratios, and of being continuous and more heavily 

penalising worse results. 

To calculate Cllr, one must first calculate a penalty value for the likelihood ratio from each test 

pair. Figure 11 provides a plot of the function for calculating a penalty value when the input to the 

system is a same-origin pair (blue line). Large positive log likelihood values which correctly 

support the same-origin hypothesis are assigned very low penalty values, log likelihood values 

close to zero provide little support for either the same-origin or different-origin hypothesis and are 

assigned moderate penalty values, and negative log likelihood values which contrary-to-fact 
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support the different-origin hypothesis are assigned high penalty values. The size of the penalty 

values increase rapidly as the log likelihood values become more negative and provide stronger 

support for the contrary-to-fact different-origin hypothesis. The function for calculating a penalty 

value when the input to the system is a different-origin pair (red line in Figure 11) is a mirrored 

version of the same-speaker function. 

 

FIGURE 11. Plot of the function for calculating a Cllr penalty value for same-origin 
test pairs (blue line) and different-origin test pairs (red line).  

 

To calculate Cllr, one finds the mean of all the penalty values from same-origin test pairs, the mean 

of all the penalty values from different-origin test pairs, and then takes the mean of the latter two 

means. The function for calculating Cllr is given in Formula 3, where Ns and Nd are the number of 

same-speaker and different-speaker test pairs, and LRs and LRd are the likelihood ratios derived 

from same-speaker and different-speaker test pairs. A same-origin penalty value is log2(1 + 1/LRs), 

and a different-origin penalty value is log2(1 + LRd). 

 

Formula 3 

ὅÌÌÒ
ρ

ς

ρ

ὔ
ÌÏÇρ

ρ

ὒὙ

ρ

ὔ
ÌÏÇρ ὒὙ  

 

 

The lower the Cllr, the better the performance of the system. If several systems are tested using the 

same set of test data, then the most accurate system is the system which results in the lowest Cllr 

value. 

It is important to note that (as with other measures of accuracy such as classification-error rates) 

Cllr depends on the test data as well as the forensic comparison system. To be meaningful in 

casework, the test data should therefore be samples which are representative of the relevant 
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population [99.180], and the conditions of each member of each test pair should reflect as closely 

as possible to the conditions of the known- and questioned-speaker recordings (e.g., speaking style, 

recording quality, and recording duration, see section [99.600]ff ). In this way, the results of the 

tests will reflect the expected performance in the system under the conditions of the case. 

 

[99.310] Measuring the precision of a forensic-comparison system 

It is important to consider the precision of a forensic-comparison system as well as its accuracy. 

All else being equal, a system that outputs a more precise value is better than a system that outputs 

a less precise value. There is, however, disagreement among forensic statisticians as to the best 

way to handle imprecision. Some provide a best estimate for the value of the likelihood ratio and 

a range of values within which they believe the value is likely to lie, e.g., a best estimate of 1000 

with a 90% probability of being in the range 900 to 1100. An alternative to this is to only report 

the bound closest to a likelihood ratio of 1, e.g. a 95% probability that the likelihood ratio is at 

least 900. Others have philosophical objections to this approach, and instead calculate a single 

value, but that single value would usually be closer to a likelihood ratio of 1 than the first groupôs 

best estimate. The first group could be called frequentists and the second group subjective 

Bayesians, but in reality the situation is more complex and there are a variety of subgroups with 

different nuanced thinking on the issue. Part of the debate on this issue appears in a virtual special 

issue of the journal Science & Justice, and can be accessed at <http://www.sciencedirect.com/

science/journal/13550306/vsi>. Given the lack of agreement on the issue, we do not here go into 

details as to how to calculate the precision of a forensic analysis system. 

Imagine that a forensic practitioner has calculated a likelihood ratio using a sample of 200 speakers 

from the relevant population and presents the resulting value in court. Curran (2016, p. 380) points 

out that: 

An astute lawyer would also ask ñIf I took another sample of size 200, would this figure 

change?ò The single most effective response to this question is ñYes, and my method for 

assessing this probability has already taken this into account.ò I believe that an expert 

witness who has used a statistically justifiable method for quantifying and adjusting for 

sampling uncertainty in his or her evaluation will be well-equipped to respond to the 

sample size question. 

We recommend that lawyers engaging the services of a forensic practitioner ask the practitioner 

how the practitionerôs method for assessing probability takes precision into account. 

 

[99.330] Tippett plots 

A graphical method for presenting the results of testing a forensic analysis system is a Tippett plot. 

Tippett plots were introduced in Meuwly (2001) (inspired by the work of C.F. Tippett), and are 

now a standard method for presenting results in forensic voice comparison research. Tippett plots 

provide more detailed information about the results than is available from a summary measure 

such as Cllr. This section provides a guide to the interpretation of Tippett plots. 

Figures 12 through 14 provide a series of Tippett plots drawn on the basis of hypothetical sets of 

output from forensic-comparison systems. The blue lines rising to the right represent the results 

from same-speaker test pairs. The value on the y axis is the cumulative proportion of log likelihood 
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ratios less than or equal to the value indicated on the x axis. The red lines rising to the left represent 

the results from different-speaker test pairs. The value on the y axis is the cumulative proportion 

of log likelihood ratios greater than or equal to the value indicated on the x axis. In these 

hypothetical results the same-speaker and different-speaker lines are symmetrical and cross at a 

log likelihood ratio of zero; this need not be the case for real test results. 

 

FIGURE 12. Tippett plot of hypothetical test results. 

 

FIGURE 13. Tippett plot of hypothetical test results. 
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FIGURE 14. Tippett plot of hypothetical test results. 

 

As discussed in section [99.300], a forensic-comparison system with good performance would 

produce a large positive log likelihood ratio for a same-origin test pair, and a large negative log 

likelihood ratio for a different-origin test pair. Large-magnitude log likelihood ratios which 

support the consistent-with-fact hypothesis are better than small-magnitude log likelihood ratios 

which support the consistent-with-fact hypothesis. Log likelihood ratios which support the 

contrary-to-fact hypothesis are bad, and the larger their magnitude the worse they are. Therefore, 

in Tippett plots the further apart the same-speaker and different-speaker lines (the further to the 

right the same-speaker line and the further to the left the different-speaker line) the better the 

performance. The results presented in the Tippett plot in Figure 13 therefore indicate a system 

with better performance than the system whose results are presented in the Tippett plot in Figure 

12.  

Note, however, that (as with the Cllr metric) log likelihood ratio results which support contrary-to-

fact hypotheses are of greater concern than whether the consistent-with-fact log likelihood ratio 

results are relatively small or large ï a system which reduces support for contrary-to-fact 

hypotheses is preferable even if this leads to some reduction in its strength of support for 

consistent-with-fact hypotheses. The results presented in the Tippett plot in Figure 14 are therefore 

better than those presented in the Tippett plot in Figure 12, but worse than those in Figure 13. 

 

[99.340] Further reading 

For more detailed descriptions of procedures for empirically testing the validity and reliability of 

forensic analysis systems (including forensic voice comparison systems), and metrics and graphics 

for communicating the results, see Morrison (2011), Meuwly et al. (2016), and Morrison & 

Enzinger (2016). 

  



EXPERT EVIDENCE FORENSIC SPEECH SCIENCE CHAPTER 99 
 

 

 
 

Morrison, Enzinger, Zhang 42 2017-12-19a 

MISINTERPRETATIONS OF FORENSIC 
LIKELIHOOD RATIOS 

[99.370] Introduction 

A problem for the presentation of a likelihood ratio as a strength of evidence statement is potential 

misinterpretation of the meaning of the likelihood ratio. Misinterpretations can occur in the mind 

of a lawyer, judge, or jury member, and can be inadvertently caused by a forensic practitioner 

misphrasing their strength of evidence statement. Forensic practitioners should be careful not to 

inadvertently cause a misinterpretation via misphrasing, and as much as possible try to prevent 

others from misinterpreting correctly phrased statements. Lawyers and judges should also be 

careful not to induce misinterpretations in the minds of jury members. Common misinterpretations 

include the prosecutorôs fallacy, the defence attorneyôs fallacy, and the trier of factôs fallacy.  

 

[99.380] The prosecutorôs fallacy 

Forensic Practitioner:  

One would be one thousand times more likely to obtain the measured acoustic properties 

of the voice on the questioned-speaker recording if it had been produced by the accused 

than if it had been produced by some other speaker from the relevant population. 

Prosecutor:  

So, to simplify for the benefit of the jury, what you are saying is that the probability that 

the defendant is the questioned speaker is one thousand times greater than the probability 

that someone else from the relevant population is the questioned speaker. 

The forensic practitionerôs statement above is an expression of a likelihood ratio (relative 

probabilities of evidence given hypotheses). It does not include consideration of prior odds. In 

contrast, the prosecutorôs statement above is an expression of posterior odds (relative probabilities 

of hypotheses given evidence), which logically must depend on both a likelihood ratio and prior 

odds, see [99.160]. The posterior odds and the likelihood ratio would only have the same value if 

the prior odds were 1 (if a priori the same- and different-speaker hypothesis were equally probable), 

which is seldom the case. If the prior odds are not explicitly 1, then equating the value of the 

posterior odds with the value of the likelihood ratio is fallacious. It is called the prosecutorôs 

fallacy, or more generally the transposition of the conditionals. 

To understand why the prosecutorôs fallacy is such a serious mistake let us return to the cow 

example from section [99.210]. Imagine that we tell you we have a cow somewhere out of sight 

and we ask you: ñWhat is the probability that it has four legs given that it is a cow?ò 

p( E = 4 legs | Hcow ). In the imaginary data which we reported in [99.210] we said that 98% of 

cows had four legs, which corresponds to a probability of 0.98. In reality the probably may be 

much closer to 1.  

Now let us ask the transposed-conditional question: ñWhat is the probability that an animal is a 

cow given that it has four legs?ò p( Hcow  | E = 4 legs ). It should be immediately obvious that the 

answer to this question is certainly not a probability close to 1 ï lots of animals including sheep, 

pigs, horses, dogs, cats, giraffes, and elephants usually have four legs, and the proportion of four-
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legged animals in the world which are cows is probably quite small, maybe less than 0.01 (1%), 

i.e., close to 0, not close to 1. 

The prosecutorôs fallacy is to take the statement: 

The probability of the animal having four legs given that it is a cow is very high. 

And misphrase or misinterpret it as: 

Given that the animal has four legs, the probability of it being a cow is very high.  

Or similarly take the statement: 

The probability of the occurrence of the acoustic properties of the voice on the questioned-

speaker recording is much higher had it been produced by the known-speaker than had it 

been produced by some other speaker.  

And interpret it as:  

Given the acoustic properties of the voice on the questioned-speaker recording, the 

probability that it was produced by the known-speaker is much higher than the probability 

that it was produced by some other speaker. 

What is missing is the prior probability or the prior odds.  

For sake of argument, assume the likelihood ratio is 99 and the trier of factsô prior odds are 1/1000. 

If  the prosecutorôs fallacy were committed, the mistake would be to interpret the likelihood ratio 

of 99 as posterior odds of 99. This is equivalent to a 99% posterior probability that the defendant 

is the questioned speaker.  

In fact, using Formula 2 from [99.160] (prior odds × likelihood ratio = posterior odds), the correct 

posterior odds would not be 99, but instead: 1/1000 × 99 = 99/1000 = 0.099. This is equivalent to 

a 9% posterior probability that the defendant is the questioned speaker.  

9% is very different from 99%! 

For the mathematically inclined, the equation for converting from coherent odds, o(Hs) =  p(Hs) ù 

p(Hd), to probability, p(Hs), is given in Formula 4 (the odds, and the probabilities, are coherent if 

and only if p(Hs) + p(Hd) = 1).   

 

Formula 4 

ὴὌ
έὌ

ρ έὌ
 

 

 

[99.385] Avoiding the prosecutorôs fallacy 

The term ñprosecutorôs fallacyò was coined for transposition of the conditional in a legal context 

since, assuming the prior odds are less than 1, it is more advantageous to the prosecution than to 

the defence. Although the term ñprosecutorôs fallacyò may suggest that a prosecutor would 

transpose the conditionals, it is in fact a mistake which can easily be unintentionally made by 

prosecutors, defence council, judges, jury members, journalists, and forensic practitioners. A way 
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to help avoid making this mistake is to always ask: What is the evidence and what are the 

hypotheses? Substitute ñnumber of legsò for the evidence, and ñcowò versus ñnot cowò for the 

hypotheses. Then decide whether the statement is of the form ñprobability of legs given cow versus 

not cowò, or of the form ñprobability of cow versus not cow given legsò or ñprobability of cow 

given legsò. If it is one of the latter two and it is what the forensic practitioner said or an 

interpretation of what the forensic practitioner said, then it is probably an example of the 

prosecutorôs fallacy. 

 

[99.390] The defence attorneyôs fallacy 

Forensic Practitioner:  

One would be one thousand times more likely to obtain the measured acoustic properties 

of the voice on the questioned-speaker recording had been produced by the accused than if 

it had been produced by some other adult male Australian-English speaker.  

Defence attorney:  

So, given that there are approximately a million adult male Australian-English speakers in 

the region and assuming initially that any one of them could have made the intercepted 

telephone call, we begin with prior odds of one over one million, we multiply by one 

thousand and arrive at posterior odds of one over one hundred thousand (1/1,000,000 × 

1000 = 1/100,000). One over one hundred thousand is a very small number. Since it is one 

hundred thousand times more likely that the voice on the telephone intercept was that of 

an adult male Australian-English speaker other than my client than that it is the voice of 

my client, I submit that this evidence fails to prove that my client was the speaker on the 

intercepted telephone call and as such it should not be taken into consideration by the jury. 

The logic of the defence attorneyôs fallacy is correct until the final conclusion. What the defence 

attorneyôs fallacy does is ignore all other evidence presented at trial so as to imply that a particular 

piece of evidence is of no value. In fact, the likelihood ratio should have shifted the trier of factôs 

beliefs by a factor of 1000, which is not insubstantial. By itself it may not be enough to convince 

the trier of fact that the same-origin hypothesis is true, but when the trier of fact weighs all the 

evidence, it may make a substantial contribution.  

Different types of evidence (e.g., DNA, fingerprints, voice recordings) can reasonably be assumed 

to be statistically independent, and if they all address the same same-origin versus different-origin 

hypotheses, the likelihood ratios can be multiplied together. The prior odds plus the likelihood 

ratios can be multiplied in any order, it makes no difference mathematically. If we started out with 

prior odds of 1/1,000,000 and then heard four pieces of evidence, each with a likelihood ratio of 

1000, the defence attorneyôs fallacy would argue that each piece of evidence should be dismissed, 

but the posterior odds would be 1/1,000,000 × 1000 × 1000 × 1000 × 1000 = 1,000,000 (in log10: 

ī6 + 3 + 3 + 3 + 3 = +6). Posterior odds of one million may well lead the trier of fact to conclude 

that the same-origin hypothesis is true (and that the different-origin hypothesis false). 

The term ñdefence attorneyôs fallacyò is used since the outcome of committing the fallacy is 

usually advantageous to the defence, but the mistake can be unintentionally made by defence 

council, prosecutors, judges, jury members, journalists, and forensic practitioners. 
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[99.394] The trier of factôs fallacy 

Forensic Practitioner:  

One would be one billion times more likely to obtain the DNA profile of the blood found 

at the crime scene had it come from the accused rather than from another individual in the 

country unrelated to the accused. 

Trier of Fact (thinking): 

One billion is a very big number. The blood must have come from the accused. He must 

be guilty. I can ignore the other evidence. 

There are several counts on which, in this example, the trier of factôs logic is fallacious. The 

defendant could be innocent and the true offender could be a relative of the defendant (a likelihood 

ratio given a relevant population of close relatives would be much smaller), or there could have 

been a mistake leading to contamination, miscalculation, or misreporting. The likelihood ratio 

quoted addressed source level propositions: same-origin versus different-origin. It did not address 

activity level (how the blood got to be at the crime scene) or offence level (whether the accused 

is guilty or a crime or not). The blood could be that of the defendant without the defendant having 

committed the crime. For example, the defendant may have been present at the crime scene, 

attempted to prevent the crime from being committed and ended up shedding blood in the process. 

These may be issues considered by the court, but they were not addressed by the forensic 

scientistôs source-level conclusion. 

Even if none of the above were true, there is still a fallacy in the trier of factôs reasoning. The 

likelihood ratio presented by the forensic practitioner is probabilistic, not definitive. Even though 

the value of the likelihood ratio is very large, it is not infinite. This means that other evidence 

could potentially outweigh even this very large likelihood ratio. What if eye witnesses stated that 

the defendant did not resemble the person they saw committing the crime, and the defendant had 

a very strong alibi? This is not forensic science evidence and it does not come with a numeric 

likelihood ratio attached, but the trier of fact should consider whether the other evidence outweighs 

even the very strong DNA evidence. The trier of fact may still decide that the defendant is the 

source of the blood, but they should do so after considering the weight of all the relevant evidence 

presented to them, and not prematurely jump to a conclusion. 

We have coined the term ñtrier of factôs fallacyò for this mistake. It could also be called the ñlarge 

number fallacyò, and be considered the inverse of the defence attorneyôs fallacy which could be 

called the ñsmall number fallacyò. As with the prosecutorôs and defence attorneyôs fallacies, it can 

potentially be made by various actors, not just triers of fact. Indeed, there is a version of this fallacy 

where the forensic practitioner obtains a very large number and rounds it up to a probability of 1 

(100%) and declares an ñidentificationò, or obtains a very small number and rounds it down to a 

probability of 0 (0%) and declares an ñexclusionò. In such circumstances, it would be better called 

the ñforensic practitionerôs fallacyò. 

 

[99.398] Further Reading 

The terms prosecutorôs fallacy and defence attorneyôs fallacy were coined by Thompson & 

Schumann (1987). They are also described in Robertson et al. (2016, ch. 9) and Balding & Steele 
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(2015, ch. 11). Hicks et al. (2016) includes advice on how to avoid the prosecutorôs fallacy. 

Koehler (2014) discusses instances of fallacies found in some actual legal rulings.  
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HUMAN VOICES  
(A BRIEF INTRODUCTION TO PHONETICS) 

[99.440] Introduction 

Phonetics is the study of the physical aspects of the production, transmission, and perception of 

human speech. This section provides a brief introduction to articulatory and acoustic phonetics, 

which cover the production and transmission of speech. The intent is to provide the reader with a 

basic understanding of some of the phonetic terms and concepts which may be used in reports on 

forensic voice comparison or disputed utterance analysis. It is recordings of acoustic speech 

signals which are measured and analysed in forensic voice comparison.  

This introduction is not meant to be exhaustive. Suggestions for further reading are given in 

section [99.560]. 

 
[99.450] Vocal tract 

Humans make speech sounds using their vocal tracts. The vocal tract is essentially a tube 

consisting of the mouth (oral cavity) and throat (pharyngeal cavity), with the lips at one end and 

the larynx at the other (the vocal folds are in the larynx), see Figure 15 (this is an X-ray of Philip 

Rose with the vocal tract highlighted). The length of the tube can be slightly increased by rounding 

and protruding the lips and by lowering the larynx (raising the larynx will slightly shorten the 

tube). The nose forms another tube (nasal cavities from the nostrils to the velopharyngeal port) 

which can be connected to the oropharyngeal tube (pharyngeal cavity plus oral cavity) by 

lowering the soft palate (velum) to open the velopharyngeal port, see Figure 15. The jaw can be 

lowered or raised and the tongue can be moved to change the shape of the oropharyngeal tube. 

 

FIGURE 15. X-ray and tracing of a vocal tract. 
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[99.460] Vowels 

[99.461] Description 

The vocal tract is similar to a musical instrument, a wind instrument such as a clarinet or a 

trombone. To play these instruments, one must blow air into them. Air is blown into the vocal 

tract by compressing the lungs so as to push air between the vocal folds. However, simply blowing 

into a trombone will not make a musical sound, one has to ñblow a raspberryò forcing air between 

ones lips so that they vibrate, opening and closing many times per second. Similarly, a reed needs 

to be fitted to the mouthpiece of a clarinet so that when one blows into the mouthpiece the reed 

vibrates. In the same way, to make a voiced sound (including a vowel), one has to hold oneôs vocal 

folds together and under tension so that when air is forced between them they vibrate, opening 

and closing many times per second (see section [99.540]). Note that, as one can open oneôs lips 

and not ñblow a raspberryò, one can open oneôs vocal folds and not make a voiced sound; in fact, 

the latter is the normal state when one is breathing.  

To verify that the difference between a voiced and a voiceless sound is the vibration of the vocal 

folds, put your fingers on your throat, in front of your larynx, and say ñzzzzzzzzzò. This is a voiced 

sound, you should be able to feel the vibration with your fingers. Next say ñssssssssò. This is a 

voiceless sound, you should not be able to feel vibration with your fingers. Now try saying ñbuzzò 

and ñbusò ï in both cases the vowel is voiced but the following consonant in ñbusò isnôt voiced 

and the vibrations should stop sooner in ñbusò than in ñbuzzò. 

To get different notes out of a trombone you have to move the slider, which changes the length of 

the tube. To get different notes from a clarinet you have to open and close holes ï the length of 

the tube is the distance from the mouthpiece to the nearest open hole. When the tube is longer the 

note sounds lower, and when the tube is shorter the note sounds higher ï also think about long 

tubes and short tubes in a pipe organ. The difference in the notes of a wind instrument are usually 

not caused by differences in the rate of vibration at the mouthpiece, rather they are caused by 

differences in the length of the tube which cause the tube to have different resonance frequencies 

(frequencies at which the sound is amplified) ï longer tubes have lower resonance frequencies 

and shorter tubes have higher resonance frequencies.  

The resonance frequencies of a simple tube can be easily calculated mathematically, one only 

needs to know the length of the tube and the speed of sound (the cross-sectional area of the tube 

also has a small effect). Tubes have multiple resonances, not just one, and a simple tube 16 cm in 

length (about the average length of adult-human vocal tracts) will have resonances at about 500 Hz, 

1500 Hz, 2500 Hz, etc. The amplitude (loudness) of the resonances gets less as the frequency gets 

higher. 

The resonance frequencies of vocal tracts are usually called formants. Although a human can 

increase the length of their vocal tract by rounding and protruding the lips and by lowering their 

larynx, this increase in length is limited and the primary way in which a human changes the 

resonance frequencies of their vocal tract is by lowering or raising their jaw and moving their 

tongue. Part of the tongue is moved towards part of the roof of the mouth or the back of the throat 

causing a constriction in the oropharyngeal tube. The vocal tract is then a complex-shaped tube 

rather than a simple tube. In a simple description of the complex tube, the location, length, and 

cross-sectional area of the constriction, and the concomitant lengths and cross-sectional areas of 

the parts of the tube behind and in front of the constriction, determine the resonance frequencies 

of the vocal tract.  
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Try saying the vowel sound ñeeò from the word ñheedò, keep saying it, donôt stop. Your jaw is 

probably quite high and the front-to-middle part of your tongue is probably quite close to the roof 

of your mouth. Now slowly open your mouth and lower your tongue ï you should hear the ñeeò 

sound change to sound like the vowel sounds in ñhidò then ñheadò, then ñhadò (how well the 

sounds correspond with these words may depend on your accent). The different mouth shapes 

result in different resonance frequencies which make the sound of different vowels. The primary 

acoustic differences between the vowels in ñheedò, ñhidò, ñheadò, and ñhadò are that the first 

formant (F1) increases as the constriction widens and second formant (F2) decreases.  

Now say the ñeeò sound from ñheedò again, but this time move your tongue back until you are 

saying the vowel sound from ñwhoò ï you have probably also gone from spread lips (like smiling) 

to rounded lips (in Figure 15 the speaker is saying the vowel sound of ñwhoò). It turns out that 

moving your tongue back in your mouth lowers F2 and that rounding your lips also lowers F2, so 

doing both together has a larger effect. The most important acoustic difference between the vowel 

sounds in ñheedò and ñwhoò is the change in F2 (F1 stays about the same). 

The phonetic symbols of the International Phonetic Association (IPA) <https://www.international

phoneticassociation.org/content/ipa-chart> can be used to represent many speech sounds, and 

diacritics (extra smaller symbols put above, below, or after a main symbol) can be used to 

represent small differences between speech sounds. The symbols for the vowel sounds in ñheedò, 

ñhidò, ñheadò, ñhadò, and ñwhoò are /i/, /ὤ/, /ὑ/, /æ/, and /u/ respectively. Slashes / / are put around 

phonetic symbols in broad transcription, indicating the sounds which contrast in a given language 

or dialect (phonemes), and square brackets [ ] are used to indicate finer phonetic detail in a narrow 

transcription, e.g., ñbuzzò /bᾈz/ may be realised as [bᾈΈs], the vowel is long (ZΈ\is the diacritic for 

long duration) and the vocal folds do not actually vibrate during the final consonant. ñBusò /bᾈs/ 

would be [bᾈs], without a long vowel, hence the actual difference in pronunciation of ñbuzzò and 

ñbusò may be vowel length, not presence of absence of vocal fold vibration during the final 

consonant. 

Figure 16 shows the spectra (singular: spectrum) of the vowels /i/, /ὑ/, and /u/ (spoken by 

Morrison). Frequency is on the x axis and amplitude on the y axis. These spectra were measured 

at a point in time 25% of the way between the beginning and the end of the vowel. The jagged red 

lines are raw measurements and the blue lines are smoothed measurements. The peaks in the 

smooth lines are the measured formants, the first two peaks from the left are F1 and F2. Note that 

for /ὑ/ F1 is higher and F2 lower than for /i/, and for /u/ F1 is about the same but F2 is much lower 

than for .h.. Note that there are also other differences in the shape of the spectra. 

In many languages F1 and F2 peaks are the primary acoustic indicators of vowel category (vowel 

phoneme) identity (the peak formant values rather than the exact shape of the spectra are 

perceptually relevant), and vowels are often graphically represented via a two-dimensional plot of 

F1 and F2 as in Figure 17 (vowels spoken by Morrison). This plot has arrows pointing from 

measurements taken at 25% of the duration of the vowel to measurements taken at 75% of the 

duration of the vowel. Some vowels have very little formant movement, and others have 

substantial formant movement, the former are known as monophthongs, and the latter as 

diphthongs, for example, the vowel /aὤ/ as in the word ñhideò starts off with high F1 and 

intermediate F2, somewhere between /æ/ and /ὄ/ (the vowel in ñhadò versus the first vowel in 

ñfatherò), and ends up with a low F1 and a high F2, somewhere between /ὤ/ and /i/ (the vowel in 

ñhidò versus the vowel in ñheedò). In a broad Australian-English accent /aὤ/ may be realised as [Ὁὤ] 
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rather than [aὤ], and in a Canadian-English accent ñhideò may be realised as [haὤΈd─] ([ ─ ] is the 

voiceless diacritic) but ñheightò as [hᾈὤt].  

FIGURE 16. Spectra of vowels /i/, /ὑ/, and /u/. 
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FIGURE 17. Plot of F1 and F2 measurements of a set of English vowels. 

 

Another graphical method for representing the acoustic speech signal is a spectrogram. A 

spectrogram is made by measuring the spectrum of the speech signal every few milliseconds, then 

lining those spectra up in order so that time is on the x axis and frequency is on the y axis. On a 

three-dimensional plot amplitude can be represented on the z axis (this is called a waterfall plot), 

but it is more common to produce a two-dimensional plot with darkness of a monochrome scale 

or colours on a multi-coloured scale used to represent amplitude. Spectrograms can represent fine 

details of the acoustic signal across time, frequency, and amplitude. Figure 18 provides an example 

of a colour spectrogram of a token of the diphthong /aὤ/ spoken by an adult male speaker of 

Australian English. The highest amplitudes are in dark red, and the lowest in dark blue. 

Measurements of the first two formant peak frequencies have been overlaid. 

In addition to F1, F2, and diphthongisation, vowel duration can be an important cue to vowel 

phoneme identity in English. For example, in addition to spectral differences, all else being equal, 

/i/ is longer than /ὤ/ in most dialects of English. In some languages, such as French, other acoustic 

properties such as third formant (F3) and nasalisation (see section [99.480]) can be important for 

vowel phoneme identity.  

In English, vowels can be stressed, in which case they are relatively long and have well defined 

formant values, or they can be non-stressed in which case they are relatively short and the vocal 

tract approximates a rest position or the position needed to make the preceding or following speech 

sounds, which results in some degree of neutralisation of the vowelôs formant values. The ultimate 

non-stressed vowel is schwa [ᴅ] for which the original identity of the vowel phoneme is lost, for 

example, the second vowel in ñphotographò is realised as a schwa as are the first and third vowels 

in ñphotographerò. 
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FIGURE 18. Spectrogram of /aὤ/. 

 

[99.470] Potential forensic value 

The acoustic properties of speech will be useful forensically to the extent that they have relatively 

large between-speaker variation and relatively small within-speaker variation.  

From the discussion above, it should be clear that vocal-tract length has a major effect on formant 

frequencies; men generally have longer vocal tracts than women but there is also variation within 

each sex. Additional anatomical differences in the shape of the vocal tract and idiosyncrasies in 

control of the muscles of the tongue, lips, etc. may also be reflected in vowel spectra. Speakers 

may also exhibit idiolectal differences which are more subtle versions of the sort of dialectal 

differences mentioned above. Acoustic properties which are not important for vowel phoneme 

identity, such as the higher formants (F3 and above) and the shape of the whole spectrum, may 

also contain information which can help differentiate speakers.  

Although there may be a great deal of anatomical and idiosyncratic variation between speakers, 

the ability of a forensic voice comparison system to exploit this may be limited. Much of the 

information may not be available or may not be extractable from the acoustic signal. Transmission 

of the acoustic signal through a telephone system will alter the shape of the spectrum and, 

depending on the vowel phoneme, may make both F1 and higher formants unusable, see section 

0. Also, unlike DNA profiles or fingermarks, intrinsic within-speaker variability of many of the 

acoustic properties of speech may be very high. 

 

[99.480] Nasals 

[99.481] Description 

Nasals, such as /m/, /n/, and /Ǽ/ (the last sound in ñsumò, ñsunò, and ñsungò respectively) are made 

by producing voicing, opening the velopharyngeal port so that air can flow through the nasal 

cavities (see Figure 15), and making a closure in the oral cavity. The velopharyngeal port is also 

held open when one is breathing through oneôs nose, but without making a speech sound. The 
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tracing of the nasal cavities in Figure 15 is greatly simplified, and in reality the shape of nasal 

cavities is very complex, including several side-branches (sinuses). 

For /m/ the lips are held together and the oral cavity is a relatively long side-tube on the 

nasopharyngeal tube (nasal cavities plus pharyngeal cavity). For .m. the tip and blade of the tongue 

(see Figure 15) are held against the alveolar ridge to make a closure and the oral cavity tube is 

shorter than for /m/. If you put the tip of your tongue on your upper lip, then gradually move it 

backwards past your upper incisors and gums and keep going, you get to a ridge near the front of 

the roof of your mouth, this is the alveolar ridge (see Figure 15). For /Ǽ/ the closure is made 

between the dorsum of the tongue and the velum (see Figure 15), and the oral cavity tube is very 

short.  

The acoustic differences in the spectra of nasals, which makes them sound different, is due to the 

different anti-resonances of the different lengths of the oral-cavity tube. Rather than adding a 

resonance, a closed side-tube to a main-tube subtracts an anti-resonance. Figure 19 shows the raw 

spectra of /m/ and /n/ compared to /Ὦ/. The latter is a nasal where the closure is a little further back 

than for English /Ǽ/ such that the length of the oral cavity side-tube is zero ï Figure 19 therefore 

compares the spectrum of the nasopharyngeal tube with the spectra of the nasopharyngeal tube 

plus the different-length oral-cavity side-tubes. The first anti-resonance for /m/ can be seen as the 

lower amplitude of the /m/ spectrum compared to the /Ὦ/ spectrum at around 750 Hz, for /n/ the 

anti-resonance is more pronounced and occurs at and just above 1 kHz. For both /m/ and /n/, the 

spectra above the first anti-resonance are also shifted down in frequency relative to the /Ὦ/ 

spectrum. 

 

FIGURE 19. Spectra of nasals /m/ and /n/ compared to /Ὦ/. 

 
























































































































































